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1 Introduction
The arms trade is interesting because it is where foreign policy concerns such as security, human rights and international order interact with economic concerns such as trade, jobs and profits. Levine and Smith (1997, 2000) provide a review of the issues. There is also concern that the arms trade incites political violence e.g. Craft and Smaldone (2002). However, there has been relatively little work on the determinants of arms imports, as compared to a
large amount of work on the determinants of military expenditures. There are two sources of data on arms imports: SIPRI and WMEAT (previously published by ACDA now by BVC). SIPRI measures the volume of transfers of major weapons systems: quantities are multiplied by trend indicator values of unit production costs, irrespective of the price actually paid. Thus when Germany transferred most of the old East German navy to Indonesia virtually free, this is still a quantity of weapons transferred and will be reflected as such by the SIPRI measure. WMEAT measures the value of arms transfers, reflecting the price actually paid. There are thus two differences between the series: valuation (SIPRI is a quantity measure WMEAT a value measure) and coverage (SIPRI covers major weapons systems, WMEAT all systems). The approach in this paper extends the analysis in Levine, Mouzakis and Smith (1998), henceforth LMS. LMS ignore the coverage difference and note that the ratio of a value series to a volume series produces a price index, thus one could make the quantity of arms imported a function of price and other variables and measure the price elasticity of demand for arms imports. LMS used a cross-section of 38 countries in 1990-1991. This paper uses a much larger panel data set for the period 1981-1999, allowing us to investigate both the time-series and cross-section variation and relax a number of assumptions in LMS. Explaining arms imports is more difficult than explaining military expenditure because the data are very lumpy, imports can be small in one year, large in the next as say a squadron of aircraft are delivered and go back to being small. This suggests a process of non-linear stock adjustment. There are also a lot of zeros in the data, where countries did not import at all. In addition, there are missing observations and measurement errors and cases where SIPRI record an import and WMEAT does not and vice versa. Thus the data raise a number of interesting technical statistical questions. There are data of a sort for 174 countries listed in the appendix. Some of these ceased to exist, e.g. the Soviet Union, others are recent creations, e.g. Russia. Some are very small and in many cases data on arms imports are difficult to obtain. Thus we look at sub-sets of different quality, recognising the trade-off between ignoring information and contaminating our estimates with very inaccurate information.

Section 2 provides a brief review of the panel estimators that we shall use to establish terminology. We begin by considering a panel of panel of 52 countries for which there are non-zero observations on both the SIPRI and WMEAT measure for the years 1981-1999. This avoids the zero and missing observations problems. Section 3 discusses the data on arms imports and the
measurement issues for this sample. Section 4 provides some initial estimates of demand comparable to LMS using this sample. The remaining sections describe our research approach, rather than present results. This is very much work in progress. The next stages are: (1) to examine non-linear stock adjustment for this sample; (2) extend the sample to analyse the pattern of zeros and missing observations (3) examine imputation measures that can be used when we have observations from one source but not the other (4) simultaneously model the zero/non-zero decision (whether to import or not) and the non-linear stock adjustment decision (how much to import given that a country does import). In each case we plan to examine the robustness of the results to different estimators.

2 Panel Estimators

Suppose that we have data on a dependent variable \( y_{it} \); (arms imports in this case) for a sample of countries \( i = 1; 2; \ldots; N \) and years \( t = 1; 2; \ldots; T \) and data on a vector of \( k \) independent variables \( x_{it} \): Define the country and overall means as

\[
\bar{y}_i = \frac{1}{T} \sum_{t=1}^{T} y_{it}, \quad \bar{y} = \frac{1}{NT} \sum_{i=1}^{N} \sum_{t=1}^{T} y_{it}
\]

then the total variation in \( y_{it} \) is the sum of the within country variation and the between country variation

\[
\begin{align*}
X & \times \left( y_{it} - \bar{y}_i \right)^2 = X \times (y_{it} - \bar{y})^2 + T \times (\bar{y}_i - \bar{y})^2 \\
\end{align*}
\]

similarly for \( x_{it} \): The main panel estimators we shall use are

(1) pooled OLS which gives the within and between variation equal weight

\[
y_{it} = \beta_0 + \beta_1 x_{it} + u_{it};
\]

(2) the within estimator (also known as the one way fixed effects, least squares dummy variables and a variety of other names) which allows intercepts to differ and constrains the slopes to be the same

\[
y_{it} = \beta_0 + \beta x_{it} + u_{it}
\]
this only uses the within variation and is equivalent to OLS on

\[ (y_{it} i \ y_i) = ^{Q}x_{it} i \ x_i + u_{it}; \]

(3) the two way fixed effects estimator which constrains slopes to be the same, but allows intercepts to vary freely both over country and year

\[ y_{it} = \beta + \bar{\alpha} + x_{it} + u_{it}; \]

this allows for a completely flexible trend which impacts each country by the same amount;

(4) the between estimator, which only uses the cross-section variation in the country means

\[ y_i = \beta + \bar{\alpha} + x_i + u_i; \]

(5) The random coefficient model which allows all the parameters to differ, i.e.

\[ y_{it} = \beta + x_{it} + u_{it} \]

and calculates weighted averages of the individual estimates \( b_i \); the weights being based on the variances of the \( b_i \):

\[ e = X W_i b_i. \]

There is another estimator, which we shall not use, the random effects estimator, which assumes that slopes are identical and intercepts are randomly distributed independently of the regressors. It calculates the optimal combination of within and between variation under these assumptions. In static models like these, if the coefficients, \( \beta \) and \( \bar{\alpha} \) are randomly distributed, independently of \( x_{it} \) all these estimators will produce unbiased estimators of the expected values of the coefficients \( E(\beta) \) and \( E(\bar{\alpha}) \): However, the independence assumption may not hold and these estimators can be very different, in particular the cross-section (between country) effects can be very different from the time-series (within country effects). In Figure 1, within each country the relationship is negative, but the intercepts are positively correlated with the mean level of \( x \), thus the between cross-section relationship is positive. In Figure 2, the slope \( \bar{\alpha} \) is negatively correlated with the mean of \( x \) giving the appearance of a quadratic relationship. Comparison of the estimators allows us to compare the within and between relationships and judge how robust the estimates are. (FIGURES TO BE ADDED).
A further issue arises with dynamic models since the within (\textit{ixed effect}) estimator of
\[ y_{it} = \beta + \gamma x_{it} + \delta y_{i,t-1} + u_{it} \]
is consistent for \( T \to \infty \); but is not consistent for \( N \to \infty \); \( T \) small. In this case \( \beta \) is biased downwards. This is the standard small \( T \) bias of the OLS estimator of models with lagged dependent variables. There are a variety of instrumental variable estimators for this case. However, if the true model is heterogeneous
\[ y_{it} = \beta + \gamma x_{it} + \delta y_{i,t-1} + u_{it} \]
and homogeneity of the slopes is incorrectly imposed, the within estimator is not consistent \( T \to \infty \) and \( \beta \) is biased upwards towards unity (assuming \( x_{it} \) is positively serially correlated as is usually the case). The RCM estimator is however consistent \( T \to \infty \); though it also suffers the small \( T \) bias from the lagged dependent variable. Comparison of the various estimators, which are subject to different biases, e.g. through Hausman tests, can allow us to infer which biases are most important.

3 The measures of arms imports

There are two sources of data on arms imports: SIPRI and WMEAT (previously published by ACDA now by BVC). SIPRI measures the volume of transfers of major weapons systems: quantities are multiplied by trend indicator values of unit production costs, irrespective of the price actually paid. WMEAT measures the value of arms transfers, reflecting the price actually paid. There are thus two differences between the series: valuation (SIPRI is a quantity measure, WMEAT a value measure) and coverage (SIPRI covers major weapons systems, WMEAT all systems). If there were no measurement errors the we could say the SIPRI measure of imports by country \( i \) in year \( t \); \( S_{it} = Q_{it} \) while the WMEAT measure \( A_{it} = P_{it}(Q_{it}R_{it}) \), where \( R_{it} = Q_{it}/Q_{it} \) total quantity divided by the quantity of major weapons systems. The ratio
\[ \frac{A_{it}}{S_{it}} = P_{it}R_{it} \]

LMS suggested ignoring the term \( R_{it} \) and using the ratio of the WMEAT series to the SIPRI series as a measure of price. With a panel of data, we can investigate the issues a little bit more. We took the 52 countries for
which there were non-zero observations of arms imports by both SIPRI and WMEAT in every year of the period 1981-1999 and also full information in WMEAT on military expenditure, number in the armed forces, real GDP and population. The Countries are Algeria, Argentina, Australia, Austria, Belgium, Brazil, Canada, Chile, China, Taiwan, Colombia, Denmark, Ecuador, Egypt, Finland, France, Germany, Greece, India, Indonesia, Iran, Israel, Italy, Japan, Jordan, Kenya, S. Korea, Kuwait, Malaysia, Mexico, Morocco, Netherlands, Norway, Oman, Pakistan, Peru, Phillipines, Saudi Arabia, Singapore, South Africa, Spain, Sudan, Sweden, Switzerland, Syria, Thailand, Tunisia, Turkey, UAE, UK, USA, Venezuela. We return to the issue of zero observations below.

Taking logs of the relationship and using lower case letters to denote logarithms we have

\[
a_{it} \cdot S_{it} = p_{it} + r_{it} = u_{it}
\]

Above we have assumed that they are measured without error, but any measurement errors could be regarded as absorbed into the term \( d_{it} \): Assume that the variables are measured as deviations from their means. Since the variables are logarithms this will remove any scale effect from units of measurement. Consider the two possible regressions of the SIPRI measure on the WMEAT and the reverse

\[
S_{it} = b_1 a_{it} + e_{1it}
\]

\[
a_{it} = b_2 S_{it} + e_{2it}
\]

The underlying data generation process is such that \( b_1 = b_2 = 1; e_{1it} = i u_{it}; e_{2it} = u_{it} \): This will not be revealed by the regressions since both \( a_{it} \) and \( S_{it} \) are likely to be correlated with \( u_{it} \); if only because quantity \( s_{it} \) will be a function of price. Suppose we have

\[
S_{it} = i p_{it} + u_{it}
\]

\[
a_{it} = s_{it} + p_{it} + r_{it}
\]

with \( u_{it} \) and \( p_{it} \) is independent of \( u_{it} \) and \( r_{it} \) is independent of \( s_{it} \); \( p_{it} \): Denote
We observe \( \frac{3}{3a} \), \( \frac{3}{3s} \), \( \frac{3}{3d} \). The sums of squares are given below.

<table>
<thead>
<tr>
<th>Sums of Squares</th>
<th>LS</th>
<th>LA</th>
<th>LA</th>
<th>LS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total</td>
<td>2420</td>
<td>1796</td>
<td>1192</td>
<td></td>
</tr>
<tr>
<td>Within</td>
<td>1156</td>
<td>588</td>
<td>922</td>
<td></td>
</tr>
</tbody>
</table>

The variance of \( a \) is \( \frac{3}{3d} + \frac{3}{3s} \cdot 2\frac{3}{3a} \):

Our regression estimates are

\[
\begin{align*}
\beta_1 &= \frac{\frac{3}{3a}}{\frac{3}{3d} + \frac{3}{3s} + \frac{3}{3r} + \frac{3}{3p} - \frac{2}{3p}} = \frac{\frac{3}{3a} \cdot -\frac{3}{3p}}{\frac{3}{3s} + \frac{3}{3r} + \frac{3}{3p}}
\end{align*}
\]

Notice that \( \beta_1 \beta_2 = R^2 \); the coefficient of determination for either of the regressions. We observe two variances and a covariance, which depend on four unknown parameters so the model is not identified. However, it can give us a feel for the sort of effects operating.

If \( i = 0 \); we have

\[
\beta_1 = \frac{3}{3a}; \quad \beta_2 = 1;
\]

The result \( \beta_2 = 1 \); arises because the error \((p + r)\) is not correlated with \( a \):

If \( i = 1 \); we have

\[
\beta_1 = \frac{3}{3a}; \quad \beta_2 = \frac{3}{3a} + \frac{3}{3p};
\]
so $b_1 > b_2$ if $\gamma_{p0} > \gamma_r$; the price effect in the SIPRI measure is larger than the error. By adding other variables, as we do in the next section, we can reduce $\gamma_r$: We might also model the difference between the measures, e.g. assume that $p_{it} + r_{it} = \eta + \xi$ if this was the case then our estimates of $b_1$ in the regression of SIPRI on WMEAT would be closer to unity in a two way fixed effect model.

The regressions were estimated four ways, simple pooled OLS, the one way fixed effect estimator, the two way fixed effect estimator and the between estimator. First the regression of $s_{it}$ on $a_{it}$

<table>
<thead>
<tr>
<th>Estimator</th>
<th>$b_1$ (se)</th>
<th>$R^2$ (SER)</th>
</tr>
</thead>
<tbody>
<tr>
<td>OLS</td>
<td>0.84 (0.02)</td>
<td>0.52 (0.078)</td>
</tr>
<tr>
<td>Within</td>
<td>0.699 (0.04)</td>
<td>0.64 (0.96)</td>
</tr>
<tr>
<td>two way</td>
<td>0.75 (0.04)</td>
<td>0.67 (0.93)</td>
</tr>
<tr>
<td>between</td>
<td>0.91 (0.06)</td>
<td>0.79 (0.52)</td>
</tr>
</tbody>
</table>

then the reverse regression of $a_{it}$ on $s_{it}$

<table>
<thead>
<tr>
<th>Estimator</th>
<th>$b_2$ (se)</th>
<th>$R^2$ (SER)</th>
</tr>
</thead>
<tbody>
<tr>
<td>OLS</td>
<td>0.62 (0.02)</td>
<td>0.52 (0.93)</td>
</tr>
<tr>
<td>Within</td>
<td>0.35 (0.02)</td>
<td>0.75 (0.69)</td>
</tr>
<tr>
<td>two way</td>
<td>0.38 (0.02)</td>
<td>0.78 (0.66)</td>
</tr>
<tr>
<td>between</td>
<td>0.87 (0.06)</td>
<td>0.79 (0.51)</td>
</tr>
</tbody>
</table>

The $R^2$ for the OLS and the between have to be the same for the two regressions, this in not the case for the other two estimators. In both cases the between estimator is closer to unity and not significantly different from unity in the case of $b_1$: The within estimates are the lowest, the pooled lie between the within and between (they average both), the two way estimates
are higher than the within, but lower than the OLS or between. Whatever
the estimator the estimate for $b_1$ is closer to unity than $b_2$:

## 4 Demand Functions

We will proceed on the basis that it is reasonable to treat the ratio of the
WMEAT to the SIPRI series as a noisy measure of price and estimated demand
functions. The demand function reported in LMS was

$$s_i = -0.06p_i + 1.52m_i + 0.06m^2_i + 4.74ypc_i + 0.29ypc^2_i + u_i$$

though only military expenditure ($t=2.2$) and price ($t=-3.2$) were signiﬁcant,
(the standard error for price given in the paper 0.71 should be 0.17). The
income measure was the Penn World Table PPP per-capita income. The
argument for a non-monotonic relationship was that countries with low levels
of military expenditure do not import because they do not need the weapons;
countries with very high levels of military expenditure do not import because
they have their own arms industry; so we expect imports to rise and then fall
with military expenditure, which these estimates show. We replicated this on
our panel using the same four estimators as above but the WMEAT measure
of per-capita income, coeﬃcients signiﬁcant at the 5% level are shown in
bold.

<table>
<thead>
<tr>
<th></th>
<th>$p$</th>
<th>$m$</th>
<th>$m^2$</th>
<th>ypc</th>
<th>ypc$^2$</th>
<th>$R^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>OLS</td>
<td>0.86</td>
<td>2.41</td>
<td>0.01</td>
<td>1.21</td>
<td>0.03</td>
<td>0.57</td>
</tr>
<tr>
<td>within</td>
<td>0.81</td>
<td>0.38</td>
<td>0.06</td>
<td>1.32</td>
<td>0.04</td>
<td>0.79</td>
</tr>
<tr>
<td>two-way</td>
<td>0.81</td>
<td>0.46</td>
<td>0.07</td>
<td>0.76</td>
<td>0.02</td>
<td>0.79</td>
</tr>
<tr>
<td>between</td>
<td>1.05</td>
<td>2.39</td>
<td>0.10</td>
<td>1.19</td>
<td>0.03</td>
<td>0.57</td>
</tr>
</tbody>
</table>

The year effects were not signiﬁcant. Price is always signiﬁcant, with quite
similar estimates, the between estimate somewhat larger. Military expendi-
ture is positive and signiﬁcant in the OLS and between, but is negative,
though not signiﬁcantly so for the within and two way, military expenditure
squared is the opposite sign to military expenditure but only signiﬁcant in the between. Income has a negative coeﬃcient, which is quite similar between the estimators, but is only signiﬁcant in OLS, income squared always has a positive coeﬃcient but is never signiﬁcant. The most interesting feature is that military expenditure is having a quite different eﬀect in cross-section (where the inverted U shaped pattern identiﬁed in LMS is still apparent) and time-series.

The models were re-estimated using total GDP rather than per-capita.

<table>
<thead>
<tr>
<th></th>
<th>p</th>
<th>m</th>
<th>m^2</th>
<th>y</th>
<th>y^2</th>
<th>R^2</th>
<th>SER</th>
</tr>
</thead>
<tbody>
<tr>
<td>OLS</td>
<td>0.86</td>
<td>2.35</td>
<td>0.08</td>
<td>0.27</td>
<td>0.005</td>
<td>0.59</td>
<td>0.59</td>
</tr>
<tr>
<td></td>
<td>(0.03)</td>
<td>(0.029)</td>
<td>(0.02)</td>
<td>(0.038)</td>
<td>(0.02)</td>
<td>1.00</td>
<td></td>
</tr>
<tr>
<td>within</td>
<td>0.80</td>
<td>1.62</td>
<td>0.06</td>
<td>4.68</td>
<td>0.20</td>
<td>0.80</td>
<td>0.73</td>
</tr>
<tr>
<td></td>
<td>(0.02)</td>
<td>(0.04)</td>
<td>(0.04)</td>
<td>(0.063)</td>
<td>(0.03)</td>
<td>0.73</td>
<td></td>
</tr>
<tr>
<td>two-way</td>
<td>0.80</td>
<td>1.62</td>
<td>0.06</td>
<td>4.64</td>
<td>0.20</td>
<td>0.80</td>
<td>0.73</td>
</tr>
<tr>
<td></td>
<td>(0.03)</td>
<td>(0.04)</td>
<td>(0.04)</td>
<td>(0.064)</td>
<td>(0.03)</td>
<td>0.73</td>
<td></td>
</tr>
<tr>
<td>between</td>
<td>1.21</td>
<td>1.59</td>
<td>0.03</td>
<td>0.76</td>
<td>0.06</td>
<td>0.68</td>
<td>0.68</td>
</tr>
<tr>
<td></td>
<td>(0.22)</td>
<td>(0.06)</td>
<td>(0.06)</td>
<td>(1.27)</td>
<td>(0.05)</td>
<td>0.68</td>
<td></td>
</tr>
</tbody>
</table>

Again the time eﬀects were not signiﬁcant. Use of total GDP has produced a slight improvement for all except the between regression, where nothing except price is now signiﬁcant. The sign pattern of the military expenditure estimate is now the same for each estimator.

Another advantage of panel data is that one can allow for dynamics. After some experimentation the following within estimates were obtained

\[
s_{it} = \beta_0 p_t + \beta_{1t} p_{it-1} + \beta_{2t} m_t + \beta_{3t} y_t + \beta_{4t} s_{it-1}
\]

This had an \( R^2 = 0.86 \) and \( \text{SER} = 0.60 \); time eﬀects were not signiﬁcant, nor was income or lagged or squared military expenditure. The long-run eﬀect of prices is \( \beta_0 + \beta_{1t} = 0.82 + 0.50 = 1.32 \); the long-run eﬀect of military expenditure is \( \beta_{2t} = 0.35 \); the coeﬃcient of the lagged dependent variable in the within estimator is biased upwards if the slope coeﬃcients are not in fact equal. The extent of this bias can be checked using a random coeﬃcient estimator. The estimates for this, which average...
the individual equations were:

\[ s_{it} = 0.82p_{it} + 0.44p_{it-1} + 0.53m_{it} + 0.51s_{it-1} \]

\begin{align*}
(0.05) & \quad (0.05) & \quad (0.24) & \quad (0.05)
\end{align*}

The long-run price effect of \( \beta_0 \) is quite similar, the long-run military expenditure effect of \( \beta_1 \) is rather larger than given by the within estimator. There is an issue of endogeneity, so the equation was estimated by instrumental variables (two stage least squares). As instruments were used the predetermined variables in the equation, \( p_{it-1}, m_t, s_{it-1}, y_{it} \) and \( y_{it}^2 \); reflecting the possibility that the price charged would depend on the income of the country and time dummies to capture shifts in the price over time, these were significant. The IV within estimates were:

\[ s_{it} = 1.28p_{it} + 0.67p_{it-1} + 0.31m_{it} + 0.58s_{it-1} \]

\begin{align*}
(0.40) & \quad (0.15) & \quad (0.09) & \quad (0.03)
\end{align*}

with an \( R^2 = 0.79 \) and \( SE R = 0.73 \): The long-run effect of price is \( \beta_1 \) and of military expenditure \( \beta_2 \): If price were significant just because it was constructed from the dependent variable \( s_{it} \), one would expect the IV estimates to be smaller rather than larger as they are here.

There is a further issue that the estimates are inconsistent for small \( T \) large \( N \); this can be examined using the Arellano Bond estimator. There is also an issue as to whether the logarithmic is the best functional form, which needs to be examined.

5 Stock Adjustment

Given the import quantity series, \( S_{it} \), we can calculate the stock of imported arms as

\[ K_{it} = S_{it} + (1 - \delta)K_{it-1} \]

given a depreciation rate \( \delta \) and an estimate of initial stock \( K_{i0} \); both of which can be estimated or assumed. For instance \( \delta \) is likely to have a value of around 0.05 or 0.1. Then if \( s_{it} = a_i + b_i t \); then \( K_{i0} = a_i + \delta \). Stocks are likely to be a much smoother series than imports.

For non-zero stocks, we can determine a long-run level of stock as a function of say military expenditure,

\[ K_{it}^* = A_i M_{it} \]
by a fixed effect levels regression of $k_{it}$ on $m_t$, which would give the long-run relationship (similar to a cointegrating relationship), other variables such as price and income could be added. Weapons are lumpy, imported in discrete units, e.g. squadrons of planes, battleships, etc. Thus we could model the short run adjustment function as

$$S_{it} = f(K_{it}^u; K_{it})$$

where one would expect $f()$ to be a non-linear function, e.g. no adjustment till $f(K_{it}^u; K_{it}) > \cdot \cdot \cdot$ some threshold, then a jump to bring stocks up into line.

If we assume that no imports are made until the difference between desired stock and actual stock is greater than a certain threshold $\cdot \cdot \cdot$; then the threshold amount plus some proportion, $0 < \cdot \cdot \cdot \cdot 1$ of the difference is made up. Thus some of our observations are corner solutions at zero. This would give a dynamic panel Tobit type relationship. One possible adjustment process is

$$S_{it}^u = \cdot \cdot (K_{it}^u - K_{it-1}) + "_{it};$$
$$S_{it} = S_{it}^u; \quad \text{if } W_{it}^u - 1_i > 0$$
$$S_{it} = 0; \quad \text{if } W_{it}^u - 1_i \cdot 0 \quad (1)$$

Another possibility is

$$S_{it} = \mu \cdot \frac{K_{it}^u}{K_{it-1}^u} e^{\cdot \cdot \cdot}; \quad \text{if } \frac{K_{it}^u}{K_{it-1}^u} e^{\cdot \cdot \cdot} > 1_i$$
$$S_{it} = 0; \quad \text{if } \frac{K_{it}^u}{K_{it-1}^u} e^{\cdot \cdot \cdot} \cdot 1_i \quad (2)$$

This would give a logarithmic equation for the non-zero observations but would need to estimate the two relations (the probability of the observation being non-zero and the value it takes given that it is non zero) separately. Wooldridge 16.8.2&3 discusses similar models.

Our initial research will ...rst look at estimating such non-linear models on the non-zero sample and then extend it to the zero data sample, using a two stage estimator. This requires further discussion of the zeros.

6 Treatment of Zero and Missing Observations

The analysis above only used a subset of the full data available. We also consider a larger sample of 151 countries where there were more than 10
or more non-zero observed values during the period 1981-1999. This gives us 2869 observations. The observations can be a number, \( N \); a zero, \( Z \); or missing, \( M \) for each of SIPRI, \( S \); or WMEAT, \( W \). The joint and marginal distributions are

\[
\begin{array}{c|ccc|c}
 & N & Z & M & \text{Total} \\
\hline
N & 1678 & 15 & 453 & 2146 \\
W & 117 & 12 & 480 & 609 \\
M & 26 & 6 & 82 & 114 \\
\hline
 & 1821 & 33 & 1015 & 2869 \\
\end{array}
\]

So in this sample of 151 countries we have 1678 observations where both WMEAT and SIPRI both record a number; in total SIPRI records 1821 numbers, ACDA 2146. Similarly for the other categories. Since WMEAT covers all arms transfers and SIPRI just major weapons systems, we should not observe cases where WMEAT records a zero and SIPRI a number, but we do, in 117 cases.

To examine the pattern of observations we can construct a two stage process. First for all observations, construct an indicator \( y_{it} = 1 \) if there is a number and \( y_{it} = 0 \) otherwise, then conditional on some explanatory variables (military expenditure, previous stocks, income, etc.) model

\[
y_{it}^\alpha = \beta_0 + \beta_1 x_{it} + u_{it} \\
y_{it} = 0; \quad y_{it}^\alpha > 0 \\
y_{it} = 1; \quad y_{it}^\alpha > 0
\]

It would have to be done separately for the two measures as part of a system. Similar types of equations, where we had observations on both numbers, could be used directly to explain the decision to import or not, which would be the first stage of the non-linear logarithmic stock adjustment above.

There is an issue as to whether there is information in the pattern of zeros/missing observations. To examine this, for the observations where there is not a number, de...ne \( z_{it} = 1 \) if there is a zero and \( z_{it} = 0 \) if it is missing

\[
z_{it}^\alpha = \beta_0 + \beta_1 x_{it} + u_{it} \\
z_{it} = 0; \quad z_{it}^\alpha > 0 \\
z_{it} = 1; \quad z_{it}^\alpha > 0
\]

again this would be done jointly for the two systems. There are other possibilities, for instance we could use ordered models, where \( y_{t} = 0; \text{missing}, \]
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\( y_i = 1; \) zero, \( y_i = 2 \) a number. Depending on the results for this analysis there are a number of possibilities. A simple one is to treat missing as zero. This would however be misleading if there were systematic under-recording for certain countries. This analysis may give us some feel for the probability that a missing observation is zero or just missed imports as a function of the observations on military expenditure etc.

### 7 Imputation.

Given that in many cases we have an observation from one source, but not another, there are potential gains from imputation, inferring the missing observation from the other. In addition, one possible source of differences in observations is timing. It is often unclear exactly when a transfer took place, and SIPRI and WMEAT may record them in different years. Thus some form of time-averaging may improve estimation and allow us to impute more observations. We discuss procedures for using this information below.

Both SIPRI and WMEAT provide data on arms imports, say the other variables are \( W_{it} \) imports of weapons, \( M_{it} \) military expenditure, \( P_{it} \) the price of imported weapons, \( Y_{it} \) GDP, \( P O P_{it} \) population, for country \( i = 1; 2; \ldots; N \) in year \( t = 1; 2; \ldots; T \). The SIPRI estimate, \( S_{it} \) is a volume measure, and will be used to measure \( W_{it} \). The ACDA estimate, \( A_{it} \) is a value measure, the ratio is thus a price index. In practice there are likely to be timing problems so we will estimate price as

\[
P_{it} = \frac{A_{it}}{S_{it}};
\]

when the denominator, \( S_{it} \) is not zero. Unfortunately, in the observed data sets, the SIPRI estimate, \( S_{it} \) has not only zeroes but also missing values. We need a method for dealing with this partial nonresponse problem. One important method for nonresponse adjustment is imputation.

### 7.1 Estimation in the presence of nonresponse

Nonresponse errors are the most known of the “nonsampling errors”. They are attributed to causes other than the limitation of the investigation to a sample only, rather than the entire population. For estimation under ideal
conditions, consider the finite population of \( N \) elements with \( T \) time periods \( U_f; \ldots; i; \ldots; N \) and \( f; \ldots; t; \ldots; T \) called the target population. To estimate, for example the price mean

\[
\hat{p} = \frac{\sum_{i=1}^{N-1} \sum_{t=1}^{T} p_{it}}{NT}
\]

where \( p_{it} \) is the value of the study variable of the price total, \( P = \sum_{i=1}^{N-1} \sum_{t=1}^{T} p_{it} \).

Assume that \( s \) is a probability sample of size \( n \), drawn from the target population \( U \) with probability \( p(s) \). The inclusion probabilities, known for all \( i; t \in U \), are \( \frac{1}{n} = \sum_{s \in U} p(s) \). We assume that the design is such that \( \frac{1}{n} > 0 \) for all elements. Let \( d_{it} = 1 = \frac{1}{n} \) denote the design weight of element \( i; t \). These weights are very important for computing estimators.

When the sampling design has been fixed, the inclusion probabilities \( \frac{1}{n} \) and the sampling design weights \( d_{it} = 1 = \frac{1}{n} \) are fixed, known quantities. Then the unbiased estimator of the price total \( P \), is given by the Horvitz-Thompson estimator

\[
\hat{P} = \sum_{i=1}^{N-1} \sum_{t=1}^{T} d_{it} p_{it};
\]

(5)

In the case of nonresponse, assume that response in the sample is obtained for the elements in a set denoted \( r \) with size \( m \): Full response implies that \( r = s \). Nonresponse implies that \( r \) is a proper set of \( s \) with size \( n \): The nonresponse set is denoted \( o = s - r \) with size \( n - m \).

The imputation implies that proxy values are created for the values \( p_{it} \) that are missing because of nonresponse. The proxy value for the element \( i; t \in o \), often called the imputed value for the it, is denoted \( \hat{p}_{it} \): The completed data set will contain the same number of values as the originally intended sample \( s \), that is, \( n \) values, and they are given by

\[
P_{\text{comp};it} = \begin{cases} p_{it} & \text{for } i; t \in r \\ \hat{p}_{it} & \text{for } i; t \in o \end{cases}
\]

(6)

The imputed Horvitz-Thompson estimator of the price total is of the form

\[
\hat{P}_I = \sum_{i=1}^{N-1} \sum_{t=1}^{T} d_{it} P_{\text{comp};it};
\]

(7)

Below, we report two methods for obtaining completed data set. The first one, \( \hat{P}_{\text{comp};it} \), imputes values using simple means of non-zero longitudinal observations, while the second one, \( \hat{P}_{\text{comp};it} \), completes the data set.
imputing values by using auxiliary information from nonmissing longitudinal observations of the other series.

7.1.1 Imputation by using simple means of non-zero longitudinal observations

We need prices for all \( i \) and \( t \): A simple method to provide missing price observations is to estimate means over non zero estimates using longitudinal information of the data

\[
\hat{P}_{it} = X_i \sum_{i=1}^{n_t} P_{it} / n_t; \tag{8}
\]

where \( n_t \) is the number of non-zero observations in year \( t \), and

\[
\hat{D}_i: = X_i \sum_{t=1}^{n_i} (P_{it} - \hat{P}_t) / n_i; \tag{9}
\]

where \( n_i \) is the number of non-zero observations for country \( i \), then

\[
\hat{P}_{it} = \bar{P}_t + \hat{D}_i; \tag{10}
\]

Using the estimated price information (3) and (10), we impute the missing values of prices as follows:

\[
P_{comp1:it} = \begin{cases} 
\hat{P}_{it} & \text{if } (A_{it} \neq 0 \text{ and } S_{it} \neq 0) \\
\hat{P}_{it} & \text{if } ((A_{it} \neq 0 \text{ and } S_{it} = 0) \text{ or } (A_{it} = 0 \text{ and } S_{it} = :)) \\
0 & \text{if } ((A_{it} = 0 \text{ and } S_{it} \neq 0) \text{ or } (A_{it} = 0 \text{ and } S_{it} = :)) \text{ or } (A_{it} = 0 \text{ and } S_{it} = 0) \text{ or } (A_{it} = : \text{ and } S_{it} = :) \text{ or } (A_{it} = : \text{ and } S_{it} = 0) \\
\end{cases} \tag{11}
\]

where \( \hat{P}_{it} \) and 0s are the imputed values and \( P_{comp1:it} \) show the completed price series.

7.1.2 Imputation by using auxiliary information from other series

In (11), the available information from one of the series is not used in the case of one of the series had missing value but the other one was observed. In order to utilise the available information in the imputation procedure, we employ the following price definition:

\[
P_{it} = \frac{A_{it} + A_{it-1}}{S_{it} + S_{it-1}}; \tag{12}
\]
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If \( A_{it} \) is missing and \( S_{it} \) is non-zero then \( A_{it} \) may be estimated by
\[
A_{it} = \frac{\hat{A}_{it} S_{it}}{S_{it} + \hat{D}_{i}} \tag{13}
\]
and the price index imputed for \( A_{it} \) but observed for non-zero \( S_{it} \);
\[
\hat{p}_{it} = \frac{A_{it} + A_{it;1}}{S_{it} + S_{it;1}} \tag{14}
\]
If \( A_{it} \) is non-zero and \( S_{it} \) is missing then \( S_{it} \) may be estimated by
\[
S_{it} = \frac{A_{it} \hat{P}_{it}}{S_{it} + \hat{D}_{i}} \tag{15}
\]
and the price index observed for non-zero \( A_{it} \) but imputed for \( S_{it} \);
\[
\hat{p}_{ni} = \frac{A_{it} + A_{it;1}}{S_{it} + S_{it;1}} \tag{16}
\]
Using the estimated price information (3), (14) and (16), we obtain completed values of prices as follows:
\[
P_{comp2;it} = \begin{cases} 
P_{it} & \text{if } (A_{it} \neq 0 \text{ and } S_{it} \neq 0) \\
\hat{p}_{it} & \text{if } ((A_{it} = 0 \text{ and } S_{it} \neq 0) \text{ or } (A_{it} = : \text{ and } S_{it} = :)) \\
\hat{p}_{it} & \text{if } (A_{it} = : \text{ and } S_{it} \neq 0) \\
0 & \text{if } ((A_{it} \neq 0 \text{ and } S_{it} = 0) \text{ or } ((A_{it} = 0 \text{ and } S_{it} = 0) \text{ or } ((A_{it} = 0 \text{ and } S_{it} = :) \text{ or } ((A_{it} = : \text{ and } S_{it} = 0))} \tag{17}
\end{cases}
\]
where \( \hat{P}_{it}, \hat{p}_{it}, \hat{p}_{ni}, \) and 0s are imputed values and \( P_{comp2;it} \) show completed price series.

To obtain Horvitz-Thompson estimators, all observations will be weighted with their own sampling design weights. In the first imputation case, there are two types of inclusion probabilities; for observed (non-zero and zero) observations with \( \frac{1}{Q_{11}} \); and predicted observations with \( \frac{1}{Q_{12}} \). In the second imputation case, there are four types of inclusion probabilities; for observed (non-zero and zero) observations with \( \frac{1}{Q_{21}} \), for simply mean imputed using non-zero observations with \( \frac{1}{Q_{22}} \), and for two more imputed series using auxiliary information, \( \frac{1}{Q_{23}} \), and \( \frac{1}{Q_{24}} \).
8 Conclusion

Modelling Arms Imports raises some interesting technical questions. This is a preliminary progress report on a project to try and answer some of those questions. So far we have analysed some of the differences in the properties of the two measures available and examined the relationship between them within a classical errors in variables framework. The patterns are broadly consistent with the SIPRI series being a volume measure and the WMEAT a value measure. Using a restricted panel, where there were no zero observations on either series, we have estimated simple demand functions for imports. These have sensible properties broadly consistent in terms of price response with earlier work. There do however seem to be interesting differences between the cross-section dimension, where non-linearities seem important and the time-series dimension, where they do not. We have then discussed various possible directions for further research in terms of non-linear stock adjustment processes and the treatment of zero and missing observations. We would welcome comments on where we have got so far and where we hope to go.
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