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Abstract

Using global data for the period 1960–99, we model military expenditure.
Neighbours’ military spending and development aid are important determinants of
military expenditure. An implication of the model is that there are regional arms
races which are fuelled by aid. Potentially, aid is encouraging a ‘regional public bad’.
There may, however, be an offsetting public good effect if military spending deters
rebellions. In a simultaneous equation model, we find no deterrence effect of
spending on the risk of civil war. Hence, there appears to be no regional public good
effect offsetting the public bad arising from a neighbourhood arms race.

I. Introduction

Military expenditure in developing countries constitutes a substantial claim on
government budgets. The opportunity cost in terms of foregone social and growth-
promoting expenditures is evident. As donors provide substantial finance to budgets,
either directly or as a result of fungibility, there is also a widespread fear that aid
intended for poverty reduction may in fact be financing the military. Governments
nevertheless choose to spend substantial resources on the military. The most
reasonable motivation is the need for security. Historically for most countries the
main security threat was external – the country may need to fight an international
war. However, international wars are now very rare. For developing countries, the
main security threat is likely to be internal. For example, during 2002 there were
21 large-scale violent conflicts of which only one was international (Stockholm
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International Peace Research Institute, SIPRI, 2003). As the social and economic
consequences of internal conflict are often appalling, governments may reasonably
conclude that money spent on reducing the risk of internal conflict is well spent
despite its high direct opportunity costs for social and economic development.1

In this paper, we investigate both the revealed motivation for military spending in
developing countries and its effectiveness in deterring internal conflict. We find that
the risk of internal conflict is indeed one important motivation for military spending,
but that other less reasonable pressures are also present – for example, the political
power of the military lobby affects the defence budget. Further, we find that military
spending is at best ineffective in reducing the risk of internal conflict. Governments
do not, in fact, face the hard choice between internal security and social expenditures
that they imagine.

While from the perspective of internal security, military spending appears to be
merely unproductive, once external security considerations are introduced such
spending becomes positively harmful. We find that there are neighbourhood arms
race effects, which turn military spending into a regional public ‘bad’, inflicting
negative externalities across borders.

Finally, budgets in most developing countries are partially financed by aid, either
directly through budget support, or indirectly because of the fungibility of projects.
There is a widespread concern that inadvertently aid is financing military spending.
We investigate whether aid indeed leaks into military budgets.

Section II provides the foundations for the study by estimating a military
expenditure function that attempts a comprehensive coverage of motivations,
incorporating both external and internal threats. In section III, we develop one
important implication of the regression analysis, the existence of neighbourhood
arms races. This quantifies the ‘regional public bad’ nature of military expenditure.
To the extent that military expenditure is driven by local arms races, a
neighbourhood reduction in spending would presumably be without serious social
cost. However, to the extent that it is effective in deterring internal rebellion, military
spending can have substantial benefits. Indeed, as rebellion in one country hurts the
economies of neighbouring countries, effective deterrence of internal rebellion may
be a regional public good. In section IV, we therefore investigate whether military
expenditure is effective in deterring rebellion. Section V discusses the implications
for international action towards the control of military spending.

II. Modelling military expenditure

Previous studies of the determinants of military expenditure are reviewed by Hartley
and Sandler (1990, 2001, Vol. 1, Chap. 2) and Smith (1995). The main focus of the
literature has been on military expenditure by developed countries during the Cold
War, which was dominated by an arms race between NATO and the Warsaw Pact.
This phenomenon generated both a theoretical and an empirical literature.

1On the social and economic consequences of internal conflict see Collier et al. (2003).
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The canonical theoretical model of the arms race is that of Richardson (1960),
more recent work being surveyed in Smith and Dunne (forthcoming). Following
Smith (1989) and Skaperdas (1996), we hypothesize that military expenditure, M, is
an input to security, S. That is, it reduces the bargaining power of those external and
internal enemies who are willing to resort to violence. Conventional military contest
success functions posit that in the event of a conflict the chances of success, P,
depend upon the balance of forces, typically:

P ¼ PðMg=ðMg þMeÞÞ ð1Þ
where g stands for government forces and e enemy forces.

Such a functional form implies that an increase in the size of enemy forces raises
the marginal productivity of government forces, (d(dP/dMg)/dMe > 0), and so pro-
vides the underpinnings for an arms race.2

Spending can be adjusted in response to changes in need. Spending will thus be
higher during wartime than during peace. However, because spending can only be
adjusted slowly, the credibility of a military deterrent depends upon the level of
spending during peacetime. By reducing the chances of enemy victory in the event
of military conflict, peacetime military spending deters military challenges by
enemies – thus producing security. In addition to the current level of the forces of
potential enemies, other external factors, E, also influence the need for security.
Together with the contest function, this implies a security function of the form:

S ¼ SðMg;Me;EÞ: ð2Þ
Security enters the welfare function along with non-military expenditures, C.

Welfare is given by:

W ¼ W ðS;C; IÞ ð3Þ

where I are exogenous internal political influences which parameterize shifts in the
objective function. The welfare function is maximized subject to a budget constraint:

Y � PmMg þ PcC ð4Þ
where Pm, Pc are prices.

Maximization of equation (3) subject to equations (2) and (4) then implies a
demand function for military spending:

Mg ¼ MgðY ; Pm; Pc;Me;E; IÞ: ð5Þ

The empirical literature has also been dominated by attempts to estimate the arms
race during the Cold War (Smith, Dunne and Nikolaidou, 2000). It naturally
deployed the time-series econometric approach. A smaller literature focuses on
developing countries, which are our primary interest. Deger and Somnath (1991)

2Contest success functions can take various forms. The ratio of forces, used here, is probably the most
common, but alternative specifications can sometimes have significantly different implications. See Konrad
and Skaperdas (1998).
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survey this literature which uses a cross-sectional approach (see, for example,
Maizels and Nissanke, 1986; Looney, 1989; Gyimah-Brempong, 1989). The
dependent variable is the ratio of military spending to GDP, commonly referred to
as the ‘defence burden’. The explanatory variables include a range of political and
economic factors, but, in contrast with the NATO–Warsaw Pact literature, arms races
are not analysed.

As our focus is on developing countries, and upon how military spending changes
during development, we use a pooled cross-sectional approach, with a global
coverage of countries during the period 1960–99, divided into eight sub-periods.
Although this approach has been conventional in much of the growth literature, it has
only just begun to be applied to the phenomenon of military spending (Dunne and
Perlo-Freeman, 2003). Specifically, we have data for 161 countries, averaged over
each 5-year period 1960–64, . . . , 1995–99. Our regression analysis pools the data
over countries and periods, yielding 563 observations for which we have complete
data on the dependent and explanatory variables. As discussed below, an important
advantage of this approach is that it enables us to introduce a measure of internal
threat, constructed for precisely corresponding periods.

We now attempt to estimate a regression that approximates as closely as possible
to the theoretical model specified in equation (5). The dependent variable in equation
(5), military expenditure, is specified in absolute terms. However, because absolute
levels of military spending are highly correlated with the level of development, it is
more revealing to define the dependent variable as the share of military spending in
GDP. The dependent variable is nevertheless problematic because data on military
expenditure are unreliable, as discussed by Brzoska (1995). Here we use data from
the SIPRI for the period 1960–90, updated with data from the Global Development
Indicators. So measured, on average countries spend around 3.4% of GDP on the
military, but around this average there is enormous variation, ranging from 0.1% to
46%.3

Our core regression is presented in Table 1, column 1. Our dependent variable is
the logarithm of the defence burden (military spending as a share of GDP). Our
explanatory variables attempt to proxy those included in equation (5). We are able
to develop satisfactory proxies for Y, Me, E and I, but not for the relative price
of military services. Generating a satisfactory relative price series would be a major
undertaking.4 Evidently, as the dependent variable is expenditure rather than the
quantity of purchases, the sign of the price response is a priori ambiguous,
depending upon whether the quantity response is greater than or less than minus
unity. In effect, our analysis assumes the special case in which price effects wash out

3SIPRI has recently updated its publicly available information on military spending. To determine whether
this updating materially affected our results we checked the correlation between the data set used in the
present analysis and the newly updated figures. The two data sets were correlated at 0.98, suggesting that
none of our results would be significantly altered.

4For example, actual payments to military personnel are clearly in part endogenous. Changes in the price of
military equipment are highly dependent upon its composition: prices of small arms tended to decline,
whereas prices for advanced technology probably tended to rise.
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because the coefficient is not significantly different from zero. As our focus is on
neighbourhood arms races rather than time trends the omission is unlikely to be
important. We discuss our proxies for the other explanatory variables in turn.

The need for security

As discussed above, one part of the demand for military forces is the need to
maintain external and internal security. The most evident need for military
expenditure is during periods of active warfare. We introduce dummy variables
for participation in an international war, and for civil war, both proxying E, external
factors influencing the level of the threat from enemies. Unsurprisingly, both these
variables are significant.5 International war raises expenditure by 1.5% of GDP, and
civil war by about 1% of GDP.

We next introduce proxies for the risk, while at peace, of participation in
international warfare. One potential indicator of the current risk of such participation
is the history of participation. Past involvement in a war may indicate either a hostile
relationship with a neighbour, or an international security role. For example, the
participation of Australia in the Korean War set a precedent for its subsequent
involvement in East Asian conflicts, notably the Vietnam War, which in turn set a
precedent for its current involvement in East Timor and the Solomon Islands. Hence,
participation in a war may change both the perceived level of threat, and the
obligation to participate in international security provision. We measure the previous
history of participation by a dummy variable which takes the value of unity if the
country has been involved in an external war prior to the period in question but
subsequent to 1945, this being a further proxy for E. The dummy is positive for
around 20% of our observations. It is highly significant, raising spending by around
1.8%. Presumably this risk fades with time, but we could not find any significant rate
of decay over the observed period, so possibly the process of decay is very slow.6

A second historical variable of evident significance for military expenditure is the
ending of the Cold War. This defused both the arms race between NATO and the
WarsawPact, and several of the proxywars in developing countries.Again, this proxies
the conceptE. There is no unambiguous precise dating for the end of theColdWar – the
failure of the communist coup d’état in August 1991 is sometimes seen in retrospect as
the decisive end of the period of confrontation. However, during the early years of
Yeltsin the reversion to hard line Soviet leadership could not be discounted. As our data
is organized into 5-year sub-periods, our effective options are that the end of the Cold
War should have had significant effects on military spending in either the entire period
January 1990 to December 1999, or only during the shorter period January 1995 to

5We also investigated variables measuring the months of international and civil war during the period. The
dummy variables outperform these measures, implying that military expenditure does not usually jump in the
month that war starts, nor sharply decline the month after it stops, but rather is also high shortly prior to, and
shortly after wars.

6Specifically, we introduced a variable on the duration of the period since the last international conflict, but
this was insignificant.
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December 1999. This is again an empirical matter. We find that if the end of the Cold
War is defined on the entire decade of the 1990s there is no significant effect, whereas if
it is defined on the shorter period since 1995 it significantly reduced military spending
by 1.3% of GDP. One possible reason for this apparent delay in the effect of the ending
of the Cold War is that around 1991 global military spending temporarily surged
because of thewar inKuwait. However, it is also possible that the combination of initial
uncertainty as to the evolution of events in the former Soviet Union, and bureaucratic
inertia in budget reductions, should produce a relatively long lag between the headline
political events such as the dismantling of the Berlin wall, and actual military spending.

We now introduce the current military capacity of potential enemies, Me,
in equation (5). For developing countries, currently, most potential external threats
are from neighbours and in the present analysis, we use the military spending of
neighbours as a proxy for the potential threat. While this is evidently only an
approximation to the countries that actually constitute threats, it has the advantage of
being entirely exogenous. A more politically informed identification of threatening
countries may be endogenous to chosen spending levels: for example, a country with
a large military capability is likely to adopt a more aggressive foreign policy. Thus
specified, the demand for security is related to the military spending levels of
neighbours – the classic situation posited in neighbourhood arms races. Countries
may be influenced by the expenditure of neighbours for reasons other than military
threat. In the absence of clear indicators of military need, governments may base
their judgment on the behaviour of their neighbours: emulation might account for
what appears to be rivalry.

Somewhat surprisingly, in view of the focus of the developed country literature
upon arms races, there are few studies in the empirical developing country literature
that analyse the expenditure of neighbours as an explanatory variable. Dunne and
Perlo-Freeman (2003) are a notable exception. There are various ways in which the
military spending of neighbours can be specified. To distinguish between threat and
emulation effects we create two distinct measures. If the military spending of
neighbours poses a threat then presumably what matters is the absolute level of such
spending, rather than the proportion of GDP which the neighbour devotes to such
spending. Thus, if a small country (say Eritrea) is concerned about the threat posed by a
larger neighbour (Ethiopia), it will aspire, if possible, to match the absolute level of its
neighbour’s forces, not the share of GDP devoted to the military. As our dependent
variable is the share of GDP that the country devotes to military spending, we can
express this aspiration as being the absolute level of the neighbour’s military spending
as a share of home country GDP. If, by contrast, international threats are seen
as negligible, the choices of a neighbour may still be influential in the internal budget
struggle between the Ministries of Finance and Defence because of emulation, but in
this case the relevant influencewill be themilitary spending of the neighbour relative to
its own GDP.

Most countries have multiple neighbours. We therefore measure both the
neighbourhood threat and emulation variables as aggregates. The threat variable is

� Blackwell Publishing Ltd 2006
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the sum of neighbours’ military spending, divided by home country GDP, and the
emulation variable is the sum of neighbours’ military spending divided by the sum of
neighbours’ GDP. Thus, for example, although India has borders with both Nepal
and China, the level of threat that it faces is dominated by the military spending of
China.

Empirically, the behaviour of neighbours is important. To reduce the econometric
problem of interdependence, we introduce neighbour’s military spending with a lag.7

When both the threat and emulation variables are entered into the regression, the former
is completely insignificant whereas the latter is significant. The emulation variable
remains significant when the threat variable is eliminated. This suggests that genuine
international threats are largely captured by the history of past international conflict,
already included in the regression, whereas other neighbourhood influences are
predominantly peer-group effects.

We now turn to the analogous risk of internal rebellion which is a further proxy
for E. The incidence of civil war is around 10 times greater than that of
international war, and so the risk of rebellion is potentially considerably more
important as an influence on military expenditure than is the fear of international
war. To our knowledge this has not previously been investigated. For the dominant
developed country literature on military expenditure, it is clearly irrelevant as the
risk of civil war is negligible in these societies. For developing countries, where
internal security is potentially important, there has been no empirical model of the
threat. Recently, however, several models have been developed to estimate such
risks. We use our own model, which we have already applied in other contexts
(Collier and Hoeffler, 2002a,b, 2004a). The key features of the model are that risks
are related to the level, growth and structure of income. Social, historical and
geographic characteristics are also included: for example, ethnic and religious
diversity. Other models of the risk of internal conflict use similar explanatory
variables, although differing in detail (Fearon and Laitin, 2003; Hegre et al.,
2001). Our modelled risk of civil war does not take into account high-frequency
‘triggering’ events such as political protests or assassinations. Although these
might be good indicators of imminent conflict, we are not attempting to model
the short-term escalation of military spending in the run-up to civil war. Rather,
we are trying to explain the average level of military spending over a 5-year period
in terms of slower changing risk factors that prevailed prior to the period. Our
model estimates the risk of civil war that prevails on average during each 5-year
period.

We introduce this predicted risk of civil war into the regression. As it is a generated
regressor we correct standard errors accordingly.8 The risk is significant in the

7As we regress a country’s defence burden on the lagged neighbours’ weighted defence burden, we avoid
the simultaneity issues arising from neighbourhood effects. For a detailed discussion, see Manski (1993) and
Anselin, Florax and Rey (2004).

8We would like to thank Brian Poi (Stata Corp.) for help with the programming. We follow the method
developed by Murphy and Topel (1985).
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regression and its effect is fairly substantial. The typical low-income country at peace
has a risk of internal conflict of 13.8% in any 5-year period (Collier and Hoeffler,
2004b). A doubling of this risk would raise military expenditure by 10%. The variable
is potentially endogenous: higher levels of military spending might reduce the risk of
civil war. In section IV we investigate this further. However, such endogeneity would
tend to produce a negative association between spending and risk whereas we find a
positive one.

Although both external and internal risks increase military spending, it is unlikely
that the two effects are additive. Just as the same alarm may protect against two
distinct risks of fire, so the same army may protect against two distinct risks of war.
At one extreme, the two risks could be entirely uncorrelated, be sufficiently low that
they are highly unlikely to occur together, and be capable of being met by the same
military provision. Thus, having made provision for the higher of the two risks, the
lower risk would not increase the need for military spending. This is the case of
full complementarity. Such complementarity would be reduced were the two risks
are highly covariant. Generally this is not the case: civil wars are concentrated in
the poorest countries whereas participation in international wars is not. However,
sometimes a hostile neighbour might encourage an internal insurgency: for example,
the government of India perceives this to have been a tactic of past Pakistani
governments in Kashmir. Conversely, the existence of an internal insurgency
occasionally tempts neighbours into opportunistic attacks, as when Somalia invaded
Ethiopia during its prolonged civil war. Complementarity would also be reduced
if the type of military spending required to meet an external threat differed
substantially from that needed to meet an internal threat: for example, jet fighters vs.
helicopters. Hence, the complementarity of military provision against the two risks
cannot be assumed a priori, but is an empirical matter. We investigate it by including
an interaction term between our measure of internal risk and our measure of external
risk. If complementarity is substantial this should be significantly negative, as the
separate effects of each component of risk would exaggerate actual military needs.
The interaction term with our proxy for external threat, previous international war, is
negative and significant at about 12% (Table 1, column 2). According to the
coefficients, a country with both a past history of international war and a 50% risk of
civil war spends no more on the military than were either one of these risks set to
zero (although it spends a lot more than were both risks set to zero). There is thus
some basis for thinking that military provisions for internal and external threats are
complements. Consistent with our interpretation of the influence of neighbours’
military spending being because of emulation rather than threat, the interaction
between our measure of internal threat and our measure of neighbours’ military
spending is insignificant.

As our dependent variable is military spending relative to GDP, it is neutral with
respect to the size of the society. Yet potentially, the production of security may be
subject to scale economies or diseconomies. We investigate such potential scale
effects by including the logarithm of the population of the country. The variable is
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indeed negative – larger countries have less need for military spending relative to
their GDP.9

The lobbying of interested parties

In addition to security needs, military expenditure may be influenced by domestic
political interests, as hypothesized in equation (5) through the variable I. The most
evident beneficiary of military expenditure is the military itself. A high level of
expenditure enables a larger size of the military, implying better prospects of
promotion, higher salaries and larger bureaucratic empires. While the interest of the
military in military expenditure is probably broadly similar across societies, the ability
of the military to influence budgetary decisions differs considerably. We might expect
that the greater the political power of the military interest, the higher would be military
expenditure. The actual expenditures incurred as a result of such influence may have
little or no relation to military capability. For example, during a long period of military
government in Nigeria, the navy gradually accumulated more admirals than it had
ships. This high expenditure on admirals is more plausibly explained by the position of
senior naval officers in the government than by the distinctive operational needs of the
Nigerian navy. Indeed, it was promptly rectified upon the resumption of civilian rule.
We proxy differences in the ability of the military interest to secure patronage-
motivated expenditures by the extent to which the government is democratic. We
postulate that the less democratic the government, the more reliant it is upon the
military and so the higher will be patronage expenditures for a given level of risk. We
use the Polity III measure10 of the degree of democracy, which rates the general
openness of political institutions on a scale of 0 (low) to 10 (high). The variable is
highly significant and the coefficient is substantial: a dictatorial society will spend 2%
of GDP more on the military, controlling for other characteristics, than a fully
democratic society. In an attempt to control for endogeneity, we instrumented
democracy with its lagged value. The results were unaffected.

The financial resources of government

Finally, we turn to proxies for the ability to pay, which is the variable Y in equation
(5). There is no reason to expect military spending to rise proportionately with per
capita income. Superficially, security might be expected to be a necessity, so that
it would rise less than proportionately with income. In fact, security appears to be
a luxury as the share of GDP devoted to military spending is strongly increasing
in the level of per capita income. This is less surprising than it might first appear.
Military spending is a component of government expenditure, and total government

9We also investigated other specifications of population, notably population relative to that of the largest
neighbour. However, we found no specification that outperformed the simple inclusion of the above popu-
lation variable.

10See Jaggers and Gurr (1995) for a full description.
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expenditure as a share of GDP is strongly increasing in income. The explanation for
this may simply be that the capacity for the state to tax and to borrow increases with
development.

Countries may be able to spend beyond the level implied by their income because
they receive money from foreign governments. Usually, such aid is intended for the
purposes of development, and then the issue is whether donors are able to enforce
their intentions on recipient governments. However, in rare cases finance is explicitly
earmarked for military purposes. Globally, by far the most notable instance of
explicit finance for military expenditure is the support provided by the USA for
Israel. We would therefore expect to find that the level of Israeli military expenditure
has exceeded that implied by its level of security threat and its income. To test for
this, we introduce a dummy variable for Israel. It is highly significant and very large:
Israeli military expenditure is almost 8% of GDP larger than implied by its other
characteristics (including the military expenditure of its neighbours).

More usually, foreign financial assistance is targeted to development rather than
security. Such aid is earmarked, usually through being tied to projects. However,
evidence suggests that earmarked aid can be highly fungible within a budget. For
example, Feyzioglu, Swaroop and Zhu (1998) find that with the exception of
transport (where projects tend to be very large), the sector to which aid is ostensibly
tied does not influence the sectoral composition of government expenditure. There is
thus a real possibility that development finance inadvertently ends up funding
increased military spending. However, precisely because donors understand this
possibility and are particularly sensitive to it, they try to depress military
expenditure.11 The agency problem in inhibiting fungibility of aid into military
expenditure is much easier than that of inhibiting fungibility of aid out of
development projects. If military spending increases coincident with an increase in
aid but with tax revenue constant, then donors will reasonably interpret this as
evidence of abuse. By contrast, as long as the development project is completed, the
counterfactual that it would have been undertaken even without aid is unobservable.
Thus, donors could fail to achieve their earmarked expenditures and yet be
successful in curtailing military expenditure: governments could increase expendi-
tures in less sensitive areas. We test for this by including aid as a percentage of GDP,
averaged over the 5-year period, as an explanatory variable. As reported in column 3,
aid is insignificant. At first sight, donors thus appear to be successful in preventing
aid from leaking into military expenditure. However, an alternative interpretation of
this result is that donors maintain the integrity of their aid budgets in aggregate by
reducing aid ex ante to countries that adopt high levels of military spending. That is,
aid may be endogenous to the government’s chosen level of military spending.

To allow for this possibility we instrument aid. In our methodology, we broadly
follow Tavares (2003). He argues that the aid outflows from the individual donor

11For example, such was British pressure on the government of Uganda that in 2001 when the President
wished to increase the military budget beyond planned levels he first wrote to the British Minister of
International Development. He received a strong rebuttal.
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countries are good instruments: when a donor country changes its total outflow,
which is usually for domestic budgetary reasons, recipient countries that are
culturally and geographically closer to that donor country experience an exogenous
change in aid inflows. Hence, much of the variation in a country’s aid receipts is
exogenous to its own actions.

Our sample consists of 85 aid recipient countries and we used the Organisation
for Economic Co-operation and Development (OECD) aid outflows to construct
instrumental variables. We concentrate on bilateral outflows from the five largest
donors: Japan, the USA, France, Germany and the UK. In 1999, about 52% of global
aid was provided by these five donors. The data source for the aid outflows is the
OECD (2001) database. We then generate four variables to capture the political,
geographic and cultural distance of each donor from each recipient. For political
distance we use an index of UN voting affinity (Gartzke and Jo, 2002). The values
for the affinity data range from )1 (least similar interests) to 1 (most similar). We
proxy geographic proximity by the inverse of the distance in kilometres between
capitals of the recipient and donor countries. Cultural distance is captured by dummy
variables for a common language and for a common principal religion. All our
distance indicators are invariant over time but vary across countries, while the aid
outflow variables are invariant across recipient countries but vary over time. The
aid inflows vary both across recipient countries and over time. We regress the aid
inflows on all the exogenous variables and the product of the aid outflows times the
four distance indicators. For our five donor countries we can potentially use 20
instruments. However, no recipient country shares a common language with Japan.
We then follow the instrumental variable (IV) approach, reducing the set of 20 IVs
stepwise. The resulting first stage results are reported in Table A1. Using a Hausman
test we reject ordinary least square (OLS) in favour of IV estimation, i.e. aid is
endogenous and should be instrumented in our model.12

The coefficient on instrumented aid is significant and positive. Thus, corrected
for endogeneity, aid does appear to be fungible into military spending. During the
Cold War some aid was provided on the basis of political allegiance. We would
expect this to be much more pronounced on the part of the superpowers. Soviet aid is
already excluded from our data, but the US aid was at times substantial. We therefore
repeat the analysis of the effect of aid on military spending, excluding the US aid.
The results were in fact marginally more significant. Hence, the result that aid has
financed military spending cannot be attributed to such intentional funding on the
part of the US government.

The coefficient shows that on average a 1 percentage point increase in aid as a
share of GDP would increase military spending by 3.3%. As military spending, in
our sample, averaged 3.355 percentage points of GDP, this implies that on average
around 11.4% of development aid leaks into military budgets. While this is quite a
modest level of leakage, it would imply that for large aid recipients a substantial part

12We obtained a t-statistic of 1.67.
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of their military budgets are inadvertently financed by aid. For example, on average,
African countries receive a net aid inflow of 11.1 percentage points of their GDP and
spend 3.17 percentage points of GDP on the military. Hence, to the extent that they
conform to the global pattern of aid leakage, around 40% of African military
spending is inadvertently financed by aid. However, the absence of a significant
relationship when aid is not instrumented suggests that, anticipating such a leakage,
donors divert funds ex ante from those governments with particularly large military
budgets.

The models of Table 1 are parsimonious, yet they provide quite a reasonable level
of explanatory power with around 40% of the variance explained. We experimented
with variants without disturbing these core results. The model has both implications
and applications. In section III we turn to an implication, the existence of regional
arms races, and in section IV to an application, an analysis of the effectiveness of
military spending.

III. An implication: neighbourhood arms races

Our core regression finds that in determining the level of military spending,
governments respond to the level set by their neighbours. We have suggested
that the motivation underlying this interdependent behaviour is usually emulation
rather than threat. This may make mutual de-escalation of military budgets less
sensitive.

The analytics of a neighbourhood arms race are straightforward. Each country’s
defence burden, mi, is determined by an exogenous component, ai, plus an
endogenous response to the expenditure of its neighbours:

mi ¼ ai þ b
Xn

j¼1
mj; where i 6¼ j and n ¼ 1; . . . ;N : ð6Þ

We first consider a simple two-country case. Assume that an island is divided into
two countries, so that each country only has the other as a neighbour. The analysis is
depicted graphically in Figure 1 showing the military expenditure response functions
for two countries, A and B. The initial equilibrium is at E1. First, consider the case in
which this is disturbed by a unilateral decision of country A to increase its military
expenditure. The new equilibrium levels of spending will rise to E2 in which,
because country B has responded to the initial increase, country A finds that it must
further increase its own budget. Next consider the case in which the exogenous
component of military expenditure is common to both neighbours (a1 ¼ a2 ¼ a). In
this case any initial increase is common, and this triggers responses that raise the new
equilibrium levels of spending to E3.

These two cases illustrate two multiplier processes. For each it is straightforward
to calculate the eventual effect of an exogenous increase in military spending. In the
second case, in equilibrium the two countries have the same defence burden.
Elementary rearrangement of equation (6) yields:
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mi ¼
a

ð1� bÞ : ð7Þ

Differentiating equation (7) with respect to a shows the extent to which a
common exogenous increase in military spending escalates as a result of inter-
dependence. We term this the arms race multiplier (ARM):

ARM ¼ 1

ð1� bÞ : ð8Þ

The ARM applies only if both the country and its neighbours experience a
common exogenous increase in military expenditure. If only one country exogen-
ously increases its expenditure, as illustrated in the first case, then there are two
ARMs, that for the country with the initial increase (the arms race multiplier for own
expenditure, ARMOE), and that for the neighbour (ARMNE). Again, the multipliers
can be derived straightforwardly from appropriate rearrangement of equation (6) as:

ARMOE ¼ 1

ð1� b2Þ and ARMNE ¼ b
ð1� b2Þ : ð9Þ

Equation (5), which we have estimated in Table 1, column 1, is an elaboration of
equation (6). The coefficient on the military expenditure of neighbours, which is
found empirically to be 0.1, is an estimate of b. As in the regression military

E3

E2

E1

mA

m
B

Figure 1. Military expenditure reaction functions
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expenditure is measured as a logarithm, the coefficient is an elasticity: a 1% increase
in the spending of neighbours raises own expenditure by 0.1%. The ARM is thus 1.11.
That the ARM is greater than unity suggests that where common exogenous
influences are important, there is a difference between the uncoordinated (arms race)
level of military expenditure and the level that would be chosen through coordination.
There are several circumstances in which neighbouring countries indeed face a
common exogenous increase in their military spending. We now consider a
particularly important one, namely, if neighbours have a war with each other. Recall
that our core regression finds that once a country has participated in an international
war, it exogenously chooses a considerably higher level of military spending,
specifically, an increase of 40%. This exogenous increase is augmented by the ARM,
so that the equilibrium increase is 44%. In turn, this has implications for the cost of
warfare: in the absence of negotiated reductions in postconflict military spending,
much of the true cost of an international war might accrue after it is over. As an
illustration, the brief war between Ethiopia and Eritrea in 2000 has currently left a
legacy of military spending far above international norms in both countries. If these
high levels of spending persist, their present value could easily exceed the costs
incurred during the war. Although both countries have other neighbours, for military
purposes each country may regard the other as the only pertinent neighbour for
determining the appropriate level of military spending, so that chosen spending is
highly interdependent.

Although we have illustrated the ARM through a two-country model, it applies
wherever neighbouring countries face a common exogenous shock to their military
spending, regardless of the number of countries involved. However, the same does
not apply to the ARMOE and the ARMNE. As the number of pertinent neighbours
increases, the ARMOE and the ARMNE decline. Generalizing to the n-country case:

ARMOE ¼ 1

1� b
n�1
� �2� � ð10Þ

and

ARMNE ¼
b

n�1

1� b
n�1
� �2� � : ð11Þ

Thus, as the number of neighbours increases, these ARMs converge to
the following values: ARMOE! 1 as n ) 1!1 and ARMNE! 0 as
n ) 1!1. This convergence is quite rapid as shown in Figures 2 and 3. Given
our estimate of b, neighbourhood arms races are thus only of importance in the
case of common shocks to the region; spending increases by individual ‘rogue’
governments do not generate significant neighbourhood effects.

While an international war is intrinsically multicountry, a civil war may be
confined to a single country. However, the risk of civil war might rise across a
region. For example, during the social breakdown in Albania the huge government
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stores of military equipment were ransacked, and this made rebellion easier over the
entire Balkan area. We thus consider the effect of an increase in the risk of civil war
of 10 percentage points across a neighbourhood. Such an increase in risk would
directly raise military spending in each country by around 7.3%. This would in turn
be increased through the ARM to around 8.1%. Hence, through its effect on the
military spending of neighbours, the risk of civil war is a regional public bad.

So far we have considered common adverse shocks: international war and the risk
of civil war. We now consider a common favourable shock: aid. Specifically,
suppose that aid to Africa was doubled. Recall that about 40% of African military
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spending appears to be inadvertently financed by aid. Hence, unless behaviour
patterns were to change, a doubling of aid would approximately directly increase
military spending by 40%. The ARM would then increase this further to 44%.
Equivalently, almost half of current African military spending is either financed by
aid or induced by the arms race triggered by this additional finance.

IV. An application: the effectiveness of military expenditure

In section III we quantified the effects of regional military expenditure as if it were
entirely a regional public bad. We found that high spending by one country increases
spending by neighbours. However, military spending might be socially beneficial if
it deters civil war and we now investigate whether there is such an offsetting benefit.
Civil war can reasonably be seen as a regional public bad: it reduces growth rates
across the region (Murdoch and Sandler, 2002; Collier and Hoeffler, 2004b), and
spreads disease (Collier et al., 2003). In section II, we found that governments
respond to the risk of civil war by increasing their military expenditure. If this is
effective as a deterrent then there is an offsetting positive externality from military
spending, generated by the reduction in the risk of civil war. Potentially, military
expenditure is therefore a regional public good. In determining the net regional
externality of military spending – public good or public bad – the key unknown is
the efficacy of military spending as a deterrent of civil war. This is the task of the
present section.

In Table 2, column 1, we report for ease of reference our core logit regression of
the risk of civil war (Collier and Hoeffler, 2004a). We cannot simply introduce
military spending into this regression because we have already established that it is
endogenous to the risk of civil war, rising in correct anticipation of rebellion. Unless
this effect is controlled for, military spending will spuriously appear to increase
the risk of rebellion. To allow for this endogeneity, we instrument for military
expenditure, adopting an IV procedure. Our first stage, the estimation of the military
expenditure function, uses OLS. Assuming normality the natural choice for the
second stage is a probit, rather than a logit regression. We apply the two-stage probit
least squares procedure as suggested by Keshk (2003). In Table 2, column 2, we
repeat our core regression of the risk of civil war using a probit instead of a logit. The
regression is scarcely altered by this change in functional form. We then select
instruments for military expenditure. Fortunately, as established in section II, there
are some powerful influences on military expenditure which can reasonably be seen
as unrelated to the risk of rebellion. All the variables included in our core regression
of Table 1, with the evident exceptions of being at civil war and the risk of civil war,
are reasonable candidates as instruments. For example, as countries differ enormously
in the extent of external threats, they differ considerably in their predicted levels of
military expenditure. The two-stage results generated by including all the variables
of Table 1, column 1, as instruments, less the two noted exceptions, are shown in
Table 2, column 3.
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So instrumented, the coefficient on military expenditure is insignificant. As,
however, it is close to being significant, it is worth considering its sign, which is
positive, implying that if anything, military spending increases the risk of civil war.
As discussed in section II, the military spending of neighbours might potentially be
endogenous to the risk of civil war. In Table 2, column 4, we therefore repeat the IV
procedure, dropping this variable as an instrument. Far from this amendment
rehabilitating the deterrence effect, the sign of the military spending variable remains
positive and it becomes significant at 10%: if anything, high military spending
aggravates the risk of civil war. The complete absence of any deterrent effect is quite
striking as the instruments themselves seem to be good. We would therefore expect,
that were military expenditure to have a substantial deterrence effect, it would be
observable in this regression. We also experimented with nonlinear effects in case
there should be some optimal level of deterrence, but found no significant
relationship.

Thus, although governments increase military spending in an effort to deter
rebellion, the expenditure appears to be at best ineffective. Both economics and
political science offer possible explanations for this apparently perverse result.
Mehlum and Moene (2006) analyse the effect of incumbent military advantage on the
incentive to rebel and show that it is a priori ambiguous. Although greater
government advantage reduces the prospects of success, as in equation (1), it
increases the value of success because of the reduced danger of challenge. An
increase in government military equipment can thus induce rebellion instead of
deterring it. Fearon and Laitin (2003) emphasize the sheer difficulty of military
deterrence of rebellion. During the inception stage of rebellion, a large military
response might be ineffective, or even counterproductive: excessive repression by
government forces assists rebel recruitment and appears to be a common error
of counterinsurgency. Finally, military spending might inadvertently increase the
risk of conflict through its adverse effect on economic growth. Knight, Loayza and
Villanueva (1996) find that military expenditure significantly reduces growth, while
Miguel, Satyanath and Segenti (2004) show that growth reduces the risk of rebellion.
In a companion paper (Collier and Hoeffler, 2006), we investigate the deter-
rence effects of military spending further by distinguishing postconflict societies. We
show that the postconflict context is distinctive, with military spending having
significantly adverse effects. Any deterrence effect is more than offset by other
effects. However, even with this postconflict effect separately distinguished, in other
contexts military spending still has no significant deterrence effect.

V. Conclusion: some implications for policy

We have found that the level of military expenditure chosen by a government is
influenced both by aid and by the level of spending chosen by neighbouring
governments. Where aid is common across a region, as in Africa, it thereby
inadvertently has the effect of escalating a regional arms race. Taking the two effects
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together, we estimate that in Africa military spending is almost double its level in the
absence of aid. Although this is ostensibly a detrimental effect, the increased level of
military spending may potentially have helped both to maintain international peace
and to reduce the incidence of rebellion. However, we found that the influence of
the military spending of neighbours worked through emulation rather than threat,
suggesting that the deterrence of international war is usually unimportant as a
rationale for military spending. Further, we found that while military spending
indeed responds to the objective risk of civil war, it is not effective in reducing that
risk: military spending does not deter rebellion.

The conjunction of an arms race effect with the absence of a deterrence effect
suggests that military expenditure is a regional public ‘bad’, and so will be
oversupplied by national-level decisions. Despite this scope for regional coordi-
nation of military spending, such agreements are rare. An important obstacle to
reaching an agreement is the low observability of military expenditure. In this
situation, the international financial institutions may have a facilitating role as
neutral but privileged observers, and may even have a role as external enforcers of
regional agreements (see Murshed and Sen, 1995, for a discussion of the scope for
International Financial Institutions (IFI) peace conditionality).

The donor community has a further interest in the reduction of military expenditure
in aid-recipient countries as, on our evidence, aid leaks into the finance of military
spending and inadvertently fuels an arms race. Hence, donors might quite reasonably
attempt to reduce the level of military expenditure by aid recipients. Our analysis has
suggested a further justification for such efforts, namely as a coordinating device that a
region can itself use for reciprocal reductions in expenditure. In the absence of a natural
regional leader willing to incur the costs of such leadership, a donor norm can supply a
credible common target. Finally, we should note that it may be necessary to spend so as
to save. Reducing military spending in developing countries will usually involve
demobilizing soldiers and this is likely to require initial expenditures on severance
packages.13 Hence, a donor policy of imposing a cap on military spending might have
the inadvertent consequence of inhibiting expenditure reduction.

Final Manuscript Received: March 2006
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Appendix
TABLE A1

Descriptive statistics

Mean SD Min. Max. N

Military expenditure 3.355 4.275 0.1 45.96 563
International war 0.073 0.260 0 1 563
Civil war 0.078 0.269 0 1 563
External threat 0.226 0.418 0 1 563
Neighbours’ military expenditure 3.578 3.488 0 22.211 563
ln population 15.984 1.42 12.716 20.773 563
Internal threat 0.053 0.075 0 0.608 563
Democracy 4.195 4.370 0 10 563
ln GDP per capita 7.853 1.050 5.403 9.852 563
Aid/GDPt)1 4.608 6.278 )0.047 55.240 382
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TABLE A2

Correlation coefficients

Milieux
Ex.
threat ln GDP

Neighb.
milieux ln pop. Dem.

Int.
threat

Int.
war

Civ.
war

Ex. threat 0.330 1
ln GDP 0.114 0.200 1
N. milieux 0.665 0.264 0.090 1
ln pop )0.015 0.283 0.015 0.039 1
Dem. )0.167 0.123 0.678 )0.198 0.017 1
Int. threat )0.031 )0.048 )0.447 )0.024 0.194 )0.321 1
Int. war 0.346 0.307 0.005 0.226 0.081 )0.052 0.054 1
Civ. war 0.091 0.065 )0.215 )0.001 0.147 )0.134 )0.207 0.122 1
Israel 0.359 0.208 0.115 0.273 )0.059 0.125 )0.075 0.154 )0.033

Data

The model presented in Table 2 primarily uses data from Collier and Hoeffler
(2002b) and the data can be obtained from Anke Hoeffler’s website: http://
users.ox.ac.uk/�ball0144.

Aid/GDP

We measure aid as the percentage of official overseas development assistance and
official aid in GDP. Aid and GDP are measured in current US dollars and we use

TABLE A3

First stage regression

International war )0.634 (1.121)
Civil war 2.502 (1.043)**
External threat 1.342 (0.767)*
(Neighbours’ military expenditure)t)1 0.285 (0.133)
ln population )1.752 (0.237)***
Internal threat )6.424 (3.588)
1995–99 1.618 (1.118)
Democracy 0.136 (0.096)
ln GDP per capita )5.881 (0.396)***
Israel 6.934 (2.395)***
UK* Aid language )0.0012 (0.0005)***
UK* Aid religion )0.0016 (0.0008)***
US* Aid political similarity )0.0006 (0.0001)***
Japan Aid* 1/distance )2.8339 (0.9999)**
N 339
R2 0.52

Notes: First stage results for the 2SLS results presented in Table 1, column 4.
Dependent variable is aid/GDP. The regression includes a constant. Standard errors in
parentheses. Values are significant at ***1%, **5% and *10% levels.
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the average percentage over the 5-year period. Data sources: World Development
Indicators (2003) and OECD (2001).

Civil war

It is a dummy variable which takes a value of one if the country experienced a civil
war during the period. A civil war is defined as an internal conflict in which at least
1,000 battle related deaths (civilian and military) occurred per year. We use mainly
the data collected by Small and Singer (1982) and Singer and Small (1994) and
according to their definitions Nicholas Sambanis updated their data set for 1992–99.

Democracy

It measures the general openness of the political institutions, it ranges from zero
(low) to 10 (high). The data source is the Polity III data set as discussed by Jaggers
and Gurr (1995).

Ethnic dominance (45–90%)

Using the ethno-linguistic data from the original data source (Department of
Geodesy and Cartography of the State Geological Committee of the USSR, 1964) we
calculated an indicator of ethnic dominance. This variable takes the value of one if
one single ethno-linguistic group makes up 45–90% of the total population and zero
otherwise.

External threat

It is a dummy variable which takes a value of one once a country was involved in an
international war. Here we consider all international wars after WWII. The main data
source is Small and Singer (1982) and Singer and Small (1994). We updated this data
set by using Gleditsch et al. (2002). This resulted in the addition of two international
wars: Ethiopia and Eritrea (1998 – ongoing as of the end of 1999) and India and
Pakistan (1999 – ongoing as of the end of 1999).

(GDP growth)t)1

Using the above income per capita measure we calculated the average annual growth
rate as a proxy of economic opportunities. This variable is measured in the previous
5-year period.

Geographic concentration

We constructed a dispersion index of the population on a country-by-country basis.
Based on population data for 400 km2 cells we generated a Gini coefficient of
population dispersion for each country. A value of 0 indicates that the population is
evenly distributed across the country and a value of 1 indicates that the total
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population is concentrated in one area. Data is available for 1990 and 1995. For
years prior to 1990 we used the 1990 data.

Internal threat

It is the predicted probability of a civil war breaking out. This prediction is based on
the core model as presented in Collier and Hoeffler (2002b).

International war

It is a dummy variable which takes a value of one if the country experienced an
international war during the period. The main data source is Small and Singer (1982)
and Singer and Small (1994). We updated this data set by using Gleditsch et al.
(2002). This resulted in the addition of two international wars: Ethiopia and Eritrea
(1998 – ongoing as of the end of 1999) and India and Pakistan (1999 – ongoing as of
the end of 1999).

ln GDP per capita

We measure income as real PPP-adjusted GDP per capita. The primary data set is the
Penn World Tables 5.6 (Summers and Heston, 1991). As the data is only available
from 1960 to 1992, we used the growth rates of real PPP-adjusted GDP per capita
data from the World Bank’s World Development Indicators (2002) to obtain income
data for 1995. Income data is measured at the beginning of each sub-period, 1965,
1970, . . . , 1995.

ln population

Population measures the total population, the data source is the World Bank’s World
Development Indicators (2002). Again, we measure population at the beginning of
each sub-period.

Israel

It is a dummy variable which takes the value of one for Israel and zero for all other
countries.

Military expenditure

Military expenditure is measured as a proportion of GDP, also commonly referred to
as the defence burden. Data for 1960–90 was obtained from the SIPRI and we used
data from the Global Development Network for 1991–99 (http://www.worldbank.
org/research/growth/GDNdata.htm).
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Neighbours’ military expenditure

For country i we calculated the weighted average of the neighbours’ defence burden
by dividing the sum of the neighbours’ total military expenditure, Mi, by the sum of
the neighbours’ total national income, Yi:

mi ¼
PN

j¼1 MjPN
j¼1 Yj

; where i 6¼ j and n ¼ 1; . . . ;N :

For our analysis we excluded countries for which we had no military expenditure
data. We are grateful to James Murdoch and Todd Sandler who made their data set
on neighbours available to us (Murdoch and Sandler, 2002). Income data was
obtained from the Penn World Table (see data source for ln GDP per capita). We
multiplied the RGDPCH series by the total population to calculate total income.

Peace duration

This variable measures the length of the peace period as the end of the previous
civil war. For countries which never experienced a civil war we measure the peace
period as the end of World War II until 1962 (172 months) and add 60 peace
months in each consecutive 5-year period.

Primary commodity exports/GDP

The ratio of primary commodity exports to GDP proxies the abundance of natural
resources. The data on primary commodity exports as well as GDP was obtained
from the World Bank. Export and GDP data are measured in current US dollars. The
data is measured at the beginning of each sub-period, 1965, 1970, . . . , 1995.

Social fractionalization

We proxy social fractionalization in a combined measure of ethnic and religious
fractionalization. Ethnic fractionalization is measured by the ethno-linguistic
fractionalization index. It measures the probability that two randomly drawn
individuals from a given country do not speak the same language. Data is only
available for 1960. In the economics literature, this measure was first used by Mauro
(1995). Using data from Barro (1997) and Barrett (1982) on religious affiliations, we
constructed an analogous religious fractionalization index. Following Barro (1997),
we aggregated the various religious affiliations into nine categories: Catholic,
Protestant, Muslim, Jew, Hindu, Buddhist, Eastern Religions (other than Buddhist),
Indigenous Religions and no religious affiliation. Data is available for 1970 and 1980
and the values are very similar. For 1960, 1965 and 1970, we used the 1970 data and
for 1980, 1985, 1990 and 1995 we use the 1980 data. For 1975 we use the average of
the 1970 and 1980 data.
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The fractionalization indices range from zero to 100. A value of zero indicates
that the society is completely homogenous whereas a value of 100 would
characterize a completely heterogeneous society. We calculated our social fraction-
alization index as the product of the ethno-linguistic fractionalization and the
religious fractionalization index plus the ethno-linguistic or the religious fractional-
ization index, whichever is greater. By adding either index, we avoid classifying a
country as homogenous (a value of zero) if the country is ethnically homogenous but
religiously diverse, or vice versa.

War starts

The dependent variable in Table 2, ‘war starts’, takes a value of one if a civil war
started during the period and zero if the country is at peace. If a war started in period
t and continues in t + 1 we record the value of the war started value as missing. A
civil war is defined as an internal conflict in which at least 1,000 battle-related deaths
(civilian and military) occurred per year. We use mainly the data collected by Small
and Singer (1982) and Singer and Small (1994) and according to their definitions
updated for 1992–99.

1995–99

It is a dummy variable which takes a value of one for the time period 1995–99 and
zero for all other periods.
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